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Swarm intelligence has received great interest and attention in the field of

optimization and computational intelligence. Researchers have developed var- %% %
ious algorithms by modeling the behaviors of different swarm of insects and
animals such as ants, bees, birds, fishes and so on. Using swarm intelligence, %

it is possible to minimize high-dimensional functions and to optimize engi-
neering design problems.
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Differential evolution is one of swarm intelligence. There are at least five
basic solution update formulas for this method, and it is necessary for the
user to select one from those according to the problem to be solved. It is a
difficult problem to decide in advance which solution update formula should
be used. In order to solve this problem, our method adaptively decides which
update formula should be used using reinforcement learning.
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Hyperparameters optimization for learning algorithms and feature selection from e
given data are key issues in machine learning, would greatly affect classification

1 Data Set
accuracy. In this research, we use an artificial bee colony algorithm, which is one of Hrperparameters (bplythe feature

swarm intelligence, to optimize hyperparameters and to perform more accurate feature &

selection Feature Selection
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Q-table

Machine Learning
— Algorithm
e.g. SVM, etc.

Classification Accuracy
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